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ABSTRACT 

Jacob Bernoulli is a very well-known Swiss Mathematician. Around 328 years ago, Jacob Bernoulli worked out 

on the game of chances (from 1684 to 1689) which forms the background of the theory of probability. His book ‘Ars 

Conjectandi’ was published by his nephew, another great Mathematician Nicolaus I Bernoulli and brother Johann 

Bernoulli in 1713. The aim of this article is too high light Jacob Bernoulli’s initial contributions to the theory of 

probability and Law of Large Numbers. 
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1. INTRODUCTION 

Before Jacob Bernoulli started his work, the word “probability” did not belong to the mathematical theory. Jacob 

had to make the situation for the existence and meaningfulness of numerical probabilities. Probability belonged to                    

the world of practical problems and arguments. The Game of chances was on the one side and the probability was on the 

other side. Jacob wanted to apply the theory of equity in the game of chances which ultimately led to the development of 

probability theory [1, 3, 7, and 10]. According to Jacob Bernoulli, “if an experiment is repeated a number of times, then the 

relative frequency with which an event occurs equal to the probability of the event”[1,2,4]. 

Jacob Bernoulli was born in Basel, Switzer Landon the 27th of December of 1654 [1]. He was famous as a 

Mathematician, died on 16 August 1705 AD at Basel, Switzerland. His father Nicolaus Bernoulli was a member of                    

the town council and a magistrate, his mother was MargarethaSchӧnauer came from a family of bankers and councilors. 

Jacob was also known as James Bernoulli or Jacques Bernoulli. His siblings were: Nicolaus I Bernoulli (1662-1716) was a 

painter and alderman of Basel and another one Johann Bernoulli (1667-1748, also known as Jean Bernoulli) was a great 

mathematician and early adopter of infinitesimal calculus [2, 5,9]. Jacob Bernoulli’s parents forced him to study 

Philosophy and Theology during his early days. Though he fulfilled their demands, Jacob did not reduce his interest in 

Mathematics. So, he studied the subject of his interest simultaneously. He graduated from the University of Basel.In1671 

he received master's degree in Philosophy and five years hence, in 1676, he was awarded a licentiate in Theology. From 

1676 to 1682, Jacob traveled all around Europe and collected the latest information on  discoveries made by Scientists in 

the field of Mathematics and Astronomy. His first halt was at Geneva where he took up a job of a tutor. Later on, he moved 
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to France, where he spent a couple of years studying with the followers of Descartes. In 1681 Jacob’s next stop was at the 

Netherlands where he met a number of mathematicians including Hudde. Jacob also traveled to England where he met 

Boyle and Hooke. These travels widened his knowledge [2, 7,9, 13]. 

In 1683, Jacob joined the University of Basel in Switzerland as a lecturer in Mechanics. During his teaching job, 

he also studied the works of Descartes ‘Géométrie’. Jacob started publishing his writings in the journal ‘Act an 

Eruditorum’ during that time[2, 5, 12]. 

Jacob Bernoulli may be called the initiator of the Bernoulli family’s Mathematical dynasty [1, 2, 5]. Jacob was 

bright and intelligent right from his early childhood. Research concepts and works of Bernoulli family brought a revolution 

in the field of Mathematics.  

Jacob Bernoulli was asked by his brother Johann Bernoullitoteach him Mathematics. In 1684, they started 

studying calculus presented by Leibniz in his paper published in ‘ActaEruditorum’. The cordial relationship between the 

two brothers did not last long as both got transformed from colleagues to competitors. Jacob and Johann made great 

contributions towards Mathematics which are extremely vital and important. The jealousy and enmity between the two 

brothers resulted in a rift in the relationship and finally, in 1695, Johann moved to Holland [2, 5, 12]. 

Bernoulli family produced a number of famous Mathematicians and Scientists in the 18
th

Century [1, 2, 5]. 

Nicolaus II Bernoulli (1687- 1759) was a son of Nicolaus I Bernoulli and he was a Mathematician. Nicolaus III Bernoulli 

(1695-1726) was the son of Johann Bernoulli, who worked on curves, differential equations, probability and originator of 

the St. Petersburg paradox. Daniel Bernoulli (1700- 1782) was a son of Johann Bernoulli and he was the developer of 

Bernoulli’s principle and originator of the concept of expected utility for resolving the St. Petersburg paradox. Johann II 

Bernoulli(1710-1790, also known as Jean) was the son of Johann Bernoulli and he was a Mathematician and Physicist. 

Johann III Bernoulli(1746-1807, also known as Jean) was a son of Johann II Bernoulli and he was an Astronomer, 

Geographer, and a Mathematician. Jacob II Bernoulli (1759-1789, also known as Jacques) was a son of Johann II Bernoulli 

and he was a Physicist and a Mathematician. The family tree of Bernoulli’s is shown below : 

 

Figure 1 

In 1684 Jacob Bernoulli married Judith Stupnas. The couple was blessed with a son and a daughter but both             

the children did not go to the field of Mathematics. 
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The Remaining Portion of the Paper Proceeds as Follows 

In section 2, we have given a brief review of the terminologies required for further discussion of this paper. 

Section 3 is a discussion about Jacob Bernoulli’s contribution towards the theory of Probability. In section 4 we have given 

a review about how Jacob Bernoulli contributed towards the development of Law of Large Numbers. In Section 5we have 

shown the importance of Bernoulli’s Law of Large Numbers and section 6 consists of the conclusion of our study in this 

regard.  

2. TERMINOLOGIES FOR FURTHER DISCUSSION 

2.1. Mathematical Model of Probability 

The Mathematical model for probability has three major components and they are  

The sample space S, the family of events E, and the probability measure P. 

Example: Suppose a coin is tossed thrice then  

S = { }TTTHTTTHTTTHHHTHTHTHHHHH ,,,.,,,,  

Suppose we are looking for the event of occurrence of three heads in three tosses of the coin, then E = { }HHH

and P(Three Heads)=
8

1
 

2.2. Bernoulli Trial and Experiment: 

A Bernoulli trial ends with one of the two outcomes i.e. either a success or a failure. If success occurs with 

probability p then failure occurs with probability pq −= 1 .Bernoulli experiment satisfies the following conditions: 

• The number of trials is finite and fixed. 

• In each trial, there are two possible outcomes: success or failure. 

• Trials are independent i.e. the probability of the outcome of one trial does not affect the outcome of the other trial. 

• The probability of success in each trial is equal to p (say) and the probability of failure in each trial is equal to

pq −= 1 . 

Example: A card is drawn from a pack of 52 cards. If we consider getting of an ace is a success and getting any 

other card as the failure then the probability of getting a success is 
52

4
 and meeting with a failure is

52

48
as the trial is a 

Bernoulli trial. Before a second card is drawn, the card drawn in the first draw is replaced back. If the card is not replaced, 

we cannot have a Bernoulli experiment. 

2.3. Empirical Probability 

The empirical probability, relative frequency or experimental probability of an event is the ratio of the number of 

outcomes in which a specified event occurs to the total number of trials, not in a theoretical sample space but in an actual 

experiment.  
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Example: Suppose a coin was tossed 4 times and it results in a head only once. Then the empirical probability of 

getting ahead if the coin is tossed 4 times is
4

1
. 

2.4. Theoretical Probability 

The ratio of a number of favorable outcomes to the total number of possible outcomes is called theoretical 

probability.  

Example: Suppose a coin was tossed 4 times and it results in a head only once. Then the empirical probability of 

getting ahead if the coin is tossed again is 
4

1
 and the theoretical probability is 

2

1
because in this case, we are not 

concerned about how many times the coin is already tossed but refer to the probability what would happen in case of the 

single toss of a coin. 

2.5. Statistical Experiment 

A statistical experiment is an experiment which has more than one possible outcome. A coin toss has all the 

attributes of a statistical experiment. We can specify each possible outcome in advance i.e. head or tail and there is an 

element of chance. We cannot know the outcome until we actually flip the coin. 

2.6. Relative Frequency 

A relative frequency is the fraction of times an answer occurs. The relative frequencies, divide each frequency by 

the total number of outcomes in the sample. 

If A is an event and if A occurs r times in n experiments, then the ratio 
n

r
is called the relative frequency or                

the frequency ratio of the event A. The ratio will change with the change in the number n. If the frequency ratio
n

r
 for the 

event A is observed for increasing values of n, it is generally found that there is a tendency for the ratio to be more or less 

constant for large values of n. this tendency towards regularity is called a statistical regularity [ ]15 . 

Example: Suppose a total number of pets in a firm is 100 as given below: 

Pet Number Relative Frequency 

Cat  15 0.15 

Cow  45 0.45 

Dog  15 0.15 

Horse  25 0.25 

2.7. Statistical Definition of Probability 

If 
n

r
is the relative frequency or frequency ratio of an event A connected with a random experiment, then the 
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limiting value of the ratio 
n

r
as n increases indefinitely is called the probability of the event A [ ]15 . 

2.8. Frequency Interpretation of Probability 

The frequency interpretation of probability is fairly self-explanatory as it defines probability as a limiting 

frequency. If we throw a fair die often enough, then we will eventually find that each number comes up about a sixth of the 

total time. The longer we continue to throw the die, the nearer the result will come to the ideal value of
6

1
for each number, 

the probability of an event is then defined by the relative frequency, as the throws continue to an idealized infinity. 

3. PRELIMINARY WORKS OF JACOB BERNOULLI ON PROBABILITY
 

Jacob Bernoulli discussed probability and the nature of probability in his book entitled ‘Ars Conjectandi’ as: 

“…probability is a degree of certainty and differs from the absolute certainty as a part differs from the whole. For 

example, the whole and absolute certainty which we denote by the letter ‘ a ’ or by the unity symbol ‘1’, is supposed to 

consist of five probabilities or parts, three of which stand for the existence or future existence of some event, the remaining 

two standing against its existence or future existence, this event is said to have a
5

3
or

5

3
 certainty[9].”

 

Bernoulli’s above statement in simple language can be viewed as that if we consider an urn containing 5 balls out 

of which 3 balls are red and 2 balls are blue, then the existence of the event of drawing a red ball will be 5

3
and the 

existence of the event of drawing a blue ball will be 5

2
. 

Bernoulli viewed that probability is a consequence of uncertainty which is evident from his following statement : 

“…those data which are supposed to determine later events have nevertheless not been learned well enough by 

us.”[9].
 

For illustration, let us consider a coin tossing experiment where there are only two possible outcomes viz. Head 

and Tail. Each outcome of such an experiment is a Bernoulli trial. Now if a coin is tossed an infinite number of times until 

we get a Head, then we can illustrate it with the help of the following figure:1 

 

Figure 2 
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The above incident which he expressed in his statement as “…those data which are supposed to determine later 

events have nevertheless not been learned well enough by us. ”motivated Jacob Bernoulli to think in the line which at 

present times we know as Law of Large Numbers as it becomes evident from his subsequent statement which is mentioned 

below.
 

In Chapter IV of Part IV of Arts Conjectandi, Bernoulli wrote: “Something further must be contemplated here 

which perhaps no one has thought of about till now. It certainly remains to be inquired whether after the number of 

observations has been increased, the probability is increased of attaining the true ratio between the numbers of cases in 

which some event can happen and in which it cannot happen, so that the probability finally exceeds any given degree of 

certainty…”[9].To overcome this problem Jacob Bernoulli made the following statement : 

“Let the number of favorable cases to the number of unfavorable cases be exactly or nearly 
b

a
, therefore to all 

the cases as 
t

a

ba

a =
+

 where tba =+ . This ratio is between 
t

a 1+
and 

t

a 1−
. As many observations are taken, it 

becomes more probable arbitrarily often that the ratio of favorable to all observations lies in the range with boundaries 

t

a 1+
and 

t

a 1−
.” 

i.e. <−
t

a 1

ba

a

+ t

a 1+<
            

 (1) 

An explanation of the Bernoulli’s above proposition can be clarified with the help of the following example: 

Suppose a box contains 5 red balls and 3 blue balls and drawing of a red ball is a favorable case for us. Now, the 

ratio of red balls to all types of balls are  625.0
8

5 = . In accordance with Bernoulli’s symbolism, we can take 

3,5 == ba  and 835 =+=t then 

,625.0
8

5 ==
+ ba

a
,75.0

8

61 ==+
t

a

 

5.0
2

1

8

41 ===−
t

a

 

which verifies that 
ba

a

+
lies between 

t

a 1−
 and

t

a 1+

 

i.e. <−
t

a 1

ba

a

+ t

a 1+<
 

In the above example, it is important to be note that 

t

a 1+
-

ba

a

+
= 0.75-0.625 = 0.125,and 

ba

a

+
-

t

a 1−
= 0.625-0.5 = 0.125. 
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which shows that 
ba

a

+
not only lie between 

t

a 1−
and 

t

a 1+
but in fact it is the mean of the two boundaries. 

Review of the literature shows that Bernoulli established the following proposition without applying any 

mathematical analysis [6,8].  

4.1. Jacob Bernoulli’s Proposition and Law of Large Numbers:  

In 1682 Jacob Bernoulli started to give lectures privately in Physics at different universities. In 1687 he was 

appointed as professor of Mathematics at the University of Basel. During that period he started to apply Leibniz’s 

infinitesimal calculus and carried out further investigation on the Law of Large Number. 

Basically, the Law of Large Number states that independent repetition of an experiment average over long time 

horizons in arithmetic mean which is not generated randomly but is a well-specified deterministic value. This reflects the 

intuition that a random experiment averages if it is repeated sufficiently often. 

The Law of Large Numbers formulated in modern mathematical language reads as: 

Let us suppose that X1, X2, … is a sequence of uncorrelated and identically distributed random variables having 

finite mean E (Xi) µ= . 

If we now define, ∑
=

=
n

k

kn XS
1

, then for every 0>ε  we have  

0lim =







≥−

∞→
εµ

n

S
P n

r
n

.                           (1) 

Bernoulli proved (1) for independent and identically distributed(i.i.d) random variables X1, X2, … taking only 

values in { }1,0 , having probability mass functions 

{ } kk

ir ppkXP −−== 1)1( for k = 0, 1.                            (2) 

We call it a Bernoulli experiment which we already mentioned in 2.2 and in this case we have .p=µ  

Nowadays, Bernoulli Law Of Large Numbers, (1) is also known as Weak Law of Large Numbers. 

Historical search shows that in establishing the law of large numbers Bernoulli depended on direct calculations 

with binomial coefficients only. 

Now for simplicity, let us consider the symmetric Bernoulli’s case with p  = 
2

1
considering ‘n’ drawings with 

replacement, with no further restriction on 








2

1
,0 .  

Then Sn=X1 +X2 +…+Xn and the total number of successes in ‘n’ i.i.d. Bernoulli experiment having the 

probability of success 
2

1=p  follows a Binomial distribution with p.m.f. ( probability mass functions) 
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{ }
knk

nr
k

n
kSP

−

























==

2

1

2

1
where k = 0,1,2,…n 

Or

n

k

n
knB 
















=









2

1

2

1
;,

                           

(3) 

Now for 






∈
2

1
,0ε , we have  
















 +≥=







≥−=








≥− nSP

n

S
Pp

n

S
P nr

n
r

n
r εεε

2

1
2

2

1

                     

(4) 

By considering the following quotients for k ˂ n, Bernoulli obtained 

kn

k

knB

knB

−
+=








 +










1

2

1
;1,

2

1
;,

 

from which he concluded that  








=








2

1
;

2
,

2

1
;,

n
nBknBMaxk  

The general formulation on Law of a Large Number of expression (1) is taken from Khinch in(1929) [ ]16 of which 

a particular case was derived by Bernoulli as mentioned earlier. In introductory courses of probability theory and statistics, 

one often proves (1) under a more restrictive assumption of { }iX  having finite variance. In this case, the proof easily 

follows from Chebyshev’s inequality. 

Let Sn be the observed number of successes in ‘n’ independent repeated Bernoulli trials with probability ‘p’ of 

success in each trial. 

Let
n

S
f n

n = denote the relative frequency of success in the ‘n’ trials. Then for any positive number ε , no matter 

how small, it follows that  

( ) 0lim =≥−
∞→

εpfP nr
n

             (5) 

Bernoulli proved (5) by a process of tedious calculations of probabilities. However, using Chebyshev’s inequality 

we can provide a very simple proof of (1). It is well known to us from the Chebyshev’s inequality, for every 0>ε
 

( ) ( )
2ε

εµ n

nr

fVar
fP ≤≥−

                           

(6) 
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Now by using the fact that the probability law of fn has the mean p=µ and variance ( )
n

pp
fVar n

)1( −=

consequently, from (6), we have 

( ) ( )
2

1

ε
ε

n

pp
pfP nr

−≤≥−  

Now any value of ‘p’ in the interval 10 ≤≤ p , for symmetric Bernoulli’s case  

( ) ( ) 0114
4

1
1 ≤−−⇒≤− pppp  

Consequently, for ,0>ε
 

( )
24

1

ε
ε

n
pfP nr ≤≥−  

And therefore we have ( ) 0lim =≥−
∞→

εpfP nr
n

 

4.2 Remark 

The Bernoulli Law of Large Number states that to estimate the unknown value of ‘p’, as an estimate of ‘p’, the 

observed relative frequency ‘fn’ of successes in ‘n’ trials can be employed; this estimate becomes perfectly correct as the 

number of trials becomes infinitely large. 

In practice, a finite number of trials are performed. Consequently, the number of trials must be determined, so that 

with high probability, the observed relative frequency be within a pre assigned distance ε from ‘p’. 

5. IMPORTANCE OF BERNOULLI’S LAW OF LARGE NUMBERS: 

Bernoulli’s law of large numbers can explain why and how insurance works [14]. The main argument is  that a 

collection of similar and uncorrelated risks X1, X2, X3,… in an insurance, portfolio ∑
=

=
n

i

in XS
1

 provides an equal balance 

within the portfolio that makes the outcome more predictable when the portfolio size ‘n’ is large. Basically it means that 

for sufficiently large n there is only a small probability ‘p’ that the total claim ‘Sn’ exceeds the threshold n( )εµ + = n(p +

ε ) and thus, the bigger the portfolio the smaller the required security margin ε ( per risk Xi),so that the total claim Sn 

remains below n( )εµ + ,with a very high probability. In fact, this is the foundation of the functioning of insurance system 

all over the world where the aim of every insurance company is to build sufficiently large and sufficiently homogeneous 

portfolios which makes the claim “predictable” up to a small shortfall probability. 

6. CONCLUSIONS 

In this paper, we have tried to unfurl Jacob Bernoulli’s initial contribution towards the theory of probability which 

has now become a very important topic in itself having applications in many scientific disciplines. We have further 

discussed  his initial contributions towards the development of the theory of Law of Large Numbers. Further research 
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regarding the contributions of Jacob Bernoulli will definitely help us to evaluate what a great contribution Jacob Bernoulli 

made towards the development of probability theory in particular and scientific field in general.  
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